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TECHNICAL ABSTRACT 

In New Zealand we use two aftershock models for earthquake forecasting: The Short-Term 
Earthquake Probability (STEP) model and variations of the Epidemic Type Aftershock 
Sequence (ETAS) model. These aftershock models are based on the Omori-Utsu model, a 
power law that describes the decay of aftershock rate with time. The models imply that 
aftershock activity continues for thousands if not million of years. Since homogeneous 
earthquake catalogues are generally available for time periods of 30 – 50 years, it is difficult 
to assess the validity of the aftershock models for very long time periods. This project set out 
to test aftershock models on a time-scale of decades. In particular, we address the following 
three questions: 

1. For how long following a mainshock is it possible to detect aftershocks in earthquake 
catalogues and, in particular, how does aftershock detectability depend on the 
background seismicity rate? 

2. How well can a universal set of ETAS parameters (constrained by physical models) 
forecast triggered seismicity within the observed uncertainties/variability?  

3. How does the forecast ability of the ETAS model vary with an increasing time horizon1 
for individual earthquake sequences? 

We use a mix of ETAS simulations and analyses of real earthquake catalogues to address 
the questions. For our analyses, we distinguish three different time scales of aftershock 
activity: (1) the triggering time T, which is the duration of the physical triggering process of a 
single event; (2) the apparent aftershock duration Ta which is the time period in which 
aftershocks dominate the seismicity; and (3) the effective forecasting period Tf within which 
earthquake rate estimates are significantly improved by time-dependent seismicity models 
after a large earthquake. 

A finite value of T is expected from a physical point of view, but has not been incorporated in 
standard ETAS model applications so far. During this project we introduce and estimate for 
the first time finite T-values in the modified ETAS model. 

Although estimates of T were only weakly constrained and potentially subject to biases due 
to limited catalogue length and cluster selection, our comparative analysis of synthetic 
sequences gave some robust results: We found that T has an impact on the estimates of the 
other ETAS-parameters and reduces the mismatch between the power law decay parameter 
in the ETAS model and predictions of physics-based models. Furthermore, the predicted 
inverse proportionality between T and the background rate is in agreement with the observed 
trend in the estimated values of T for empirical earthquake sequences. 

We estimated Ta for all earthquake sequences with at least 50 earthquakes in our three 
different earthquake catalogues, as well as for simulated sequences. We found that many 
sequences had durations Ta of less than one year and only few lasted longer than 10 years. 
This finding contradicts our current aftershock models. We have suggested two ways of 
changing the models but pursuing these is outside the scope of this EQC project. 

                                                
1 The time horizon here mean the time into the future for which an earthquake forecast applies. We later refer to 

this as “effective forecasting period Tf“ within which earthquake rate estimates are significantly improved by 
time-dependent seismicity models after a large earthquake. 
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Our forecast experiment with universal ETAS parameters confirmed earlier work that 
universal ETAS parameters do not fit all sequences well. However, estimating 
parameters for an on-going sequence has too many uncertainties and does not lead to 
stable results. It was outside the scope of this project to investigate what universal set of 
parameters might be best. 

The effective forecasting period TF depends on several factors, including (1) the number and 
quality of data available; (2) the quality of the model, i.e. how well the model describes the 
observed seismicity and (3) the magnitude difference between mainshock and cut-off 
magnitude. We conducted a numerical experiment of ETAS simulations and found that after 
approximately 100 days for M = 6 and 1000 days for M = 7, the forecast of the time-invariant 
Poisson model becomes equal to or better than that of the modified ETAS model. 

In summary, our project on “Testing aftershock models on time-scale of decades” answered 
the three questions posed above. We found that many aftershock sequences cannot be 
detected above the background seismicity for more than 1 year, and only few sequences last 
longer than 10 years. A universal set of ETAS parameters does not fit all earthquake 
sequences well, but fitting the parameters to individual sequences introduces many 
uncertainties. Finally, the effective forecasting time of the ETAS model is only in the order of 
100 and 1000 days for mainshocks of M6 and M7, respectively. 
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NON-TECHNICAL ABSTRACT 

Aftershocks are the smaller earthquakes that normally follow a larger earthquake, the so-
called mainshock. The frequency of aftershock decays with time from the mainshock. We 
use aftershock models for earthquake forecasting that mathematically describe this decay. 
According to these models, aftershock activity can continue for years, even thousands of 
years. Earthquakes that occur outside a mainshock-aftershock sequence are called 
background seismicity. 

We investigate three questions regarding aftershock occurrence: 

1. How long can we detect aftershocks before they merge with the background 
seismicity?; 

2. Can a single set of model parameters in our aftershock models describe all aftershock 
sequences well?; and 

3. For how long following a mainshock can we forecast aftershocks accurately? 

We found that the duration of an aftershock sequence, i.e. the time before it aftershocks 
merge with the background seismicity, is difficult to determine. It depends on both the 
background seismicity and the mainshock magnitude, and can vary from a few days to many 
years. In New Zealand, the longest duration was found for the Canterbury sequence because 
the background seismicity was very low prior to the 2010 Darfield earthquake. 

In response to the second question, we found that a single set of aftershock parameters did 
not describe all aftershock sequences well. However, the alternative approach of fitting 
individual sequences had many uncertainties, and unfortunately did not necessarily provide 
better results than using a uniform set of model parameters. 

To address the third question, we conducted a numerical experiment where we created 
synthetic earthquake catalogues based on one of our aftershock models. We found that the 
time in which aftershock models can effectively forecast earthquakes of magnitude 4 and 
larger was only about 100 or 1000 days after a mainshock of magnitude 6 or 7, respectively. 
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1.0 INTRODUCTION 

This project set out to test aftershock models on a time scale of decades. Generally 
aftershocks are understood to be triggered by a larger earthquake, the mainshock. Their rate 
decays quickly in the days and weeks following the mainshock. The decay of aftershock rate 
is described by the Omori-Utsu law (Equation 1 in the appendix), which has a decay 
parameter p (Utsu et al., 1995). Generic parameters for the Omori-Utsu law derived from 
New Zealand aftershock sequences (Pollock, 2007) suggest that it takes nearly 800 days for 
half of the aftershocks to occur, and more than a million years for 80% of the aftershocks to 
occur. Thus a large percentage of earthquakes that we observe could be seen as 
aftershocks of mainshocks that occurred thousands if not millions of years ago. 

The 1891 Nobi Japan aftershock sequence that led Omori to propose the power-law decay 
(Omori, 1894) was found to be still obeying the law after 100 years with the decay parameter 
p=1.0 (Utsu et al., 1995). Homogeneous earthquake catalogues are generally available for 
time periods of 30 – 50 years, and therefore it is difficult to assess the validity of the Omori-
Utsu law for very long time periods. As a first step in our project we want to investigate how 
long after a mainshock aftershocks can be detected. Since there is nothing unique about an 
aftershock compared to any other earthquake, we need to define a model to help us decide 
whether an earthquake is an aftershock or not. 

Two aftershock models are currently used in New Zealand: The Short-Term Earthquake 
Probability (STEP) model (Gerstenberger et al., 2004; Gerstenberger et al., 2005) and 
variations of Epidemic Type Aftershock Sequence (ETAS) model (Harte, 2013; Ogata, 1988; 
Rhoades, 2013). These aftershock models are based on the Omori-Utsu law. For the STEP 
model, the Omori-Utsu law parameters are determined for an entire aftershock sequence, 
and thus the parameter p represents the decay of the whole sequence. The ETAS model 
assumes that each earthquake, including each aftershock, triggers its own family of 
aftershocks. The Omori-Utsu law parameters are fitted to the cascading sequences, and the 
decay parameter applies to the direct aftershocks of a single earthquake. In New Zealand the 
generic p for STEP is 1.07 (Pollock, 2007) and for ETAS 1.17 (Harte, 2013). The smaller the 
p-value, the slower an aftershock sequence decays. A value of p less or equal to 1.0 in the 
Omori-Utsu law implies that the number of aftershocks becomes infinite with time. By 
contrast, physical models for aftershock decay postulate p to be less or equal to 1.0 and 
have a finite triggering time T, which is the latest possible time for an earthquake to trigger 
and aftershock (Dieterich, 1994; Dieterich et al., 2000; Helmstetter and Shaw, 2006). 

During this EQC project, we introduce for the first time a finite triggering time into the ETAS 
model by truncating the Omori-Utsu law. This mimics the finite triggering times in physics-
based models and allows for smaller values of the decay parameter p. We simulate 
earthquake catalogues with finite triggering times of 100 and 1,600 days, and then fit the 
conventional ETAS model with infinite triggering time. This will help us understand the effect 
of a finite triggering time T on the ETAS model parameter, and possibly shorten the very long 
theoretical duration of aftershock sequences. 

Aftershock models play an important role in the seismic hazard modelling for the recovery of 
Christchurch. Following the devastating 2011 Christchurch earthquake GNS Science led the 
development of the time-varying Canterbury seismic hazard model (Gerstenberger et al., 
2014). The earthquake rate model is a hybrid model combining four-time varying and four 
time-invariant earthquake rate models. The weight given to each individual model was 
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determined by an expert elicitation procedure. Two aftershock models, a version of STEP 
and a version of ETAS, received 36% and 19% respectively. The remaining 45% for the 
time-varying models was about equally split between two versions of the ‘Every Earthquake 
a Precursor According to Scale’ (EEPAS) model (Evison and Rhoades, 2004; Rhoades and 
Evison, 2004; Rhoades and Evison, 2005). Contrary to the aftershock models that describe 
the decay of seismicity following a large earthquake, EEPAS uses the increase in small 
earthquake prior to large earthquakes to forecast future large earthquakes. 

EQC project BIE 12/633 funded the retrospective test of the operational hybrid forecast 
model for Canterbury (Rhoades et al., 2013). The results have recently been published 
(Rhoades et al., 2016). One key finding was that all models underpredicted the number of 
earthquakes in the testing period. This was due to an abnormally large number of 
earthquakes in the period starting the with Dusky Sound earthquake in 2009 and continuing 
with the Canterbury sequence. The second finding was that hybrid models performed better 
than any individual model. A new hybrid model that optimised the contributions from the 
individual models gave nearly no weight to the aftershock models. The last finding justifies 
further investigating the aftershock models. In particular, we proposed to address the 
following three questions: 

1. For how long following a mainshock is it possible to detect aftershocks in earthquake 
catalogues and, in particular, how does aftershock detectability depend on the 
background seismicity rate? 

2. How well can a universal set of ETAS parameters (constrained by physical models) 
forecast triggered seismicity within the observed uncertainties/variability? 

3. How does the forecast ability of the ETAS model vary with an increasing time horizon 
for individual earthquake sequences? 

These questions are very challenging, and unfortunately it is not possible to do full justice to 
all of them within the constraints of this project. We have done extensive simulations as well 
as real earthquake catalogue analyses to answer questions 1 and 3. The results have been 
submitted to Geophysical Journal International. The revised and accepted manuscript 
‘Statistical estimation of the duration of aftershock sequences’ is included in the Appendix. 
Question 2 was not investigated in as much detail as we would have liked. However, with 
some of our own simulations, as well as referring to the literature, we have been able to 
come to some solid conclusions. In the following three sections we address each of the 
questions, referring where appropriate to the manuscript. The report closes with conclusions 
and an outlook in Section 5. 
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2.0 DETECTABILITY OF AFTERSHOCKS AND AFTERSHOCK DURATION 

Our current aftershock models have no finite triggering time and, due to the power law 
decay of aftershock rate, aftershocks can continue for a very long time. Therefore it is 
worthwhile to explore for what time period we can detect aftershocks in the earthquake 
catalogue. There is nothing unique distinguishing an aftershock from any other earthquake, 
and for that reason we need a model to help us to classify aftershocks. We used two 
statistical approaches. First, we introduced a finite triggering time T in the ETAS model by 
truncating the Omori-Utsu law. This mimics the finite duration in physics-based models 
during which it is possible for an earthquake to trigger an aftershock. In the second 
approach, we looked at the overall aftershock decay following a mainshock and defined an 
apparent aftershock duration Ta as the time when the Omori-Utsu aftershock rate is equal 
to the background seismicity prior to the mainshock. In both cases we worked with 
simulated catalogues first, and then analysed one global earthquake catalogue and the 
regional earthquake catalogues for New Zealand and California. The method and results 
using both approaches are presented in Sections 4 and 5 in the Appendix. Below we 
summarise the key points and show some results specific to New Zealand. 

2.1 THE TRIGGERING TIME T 

We introduced an additional parameter T into the ETAS model, which is the maximum time 
interval over when an earthquake can trigger direct aftershocks. In practice this involves the 
truncation of the Omori-Utsu law at time T. We simulated earthquake catalogues with T-
values of 365, 1000, and 10,000 days and durations of 30 years to have comparable data to 
the real catalogues. Section 4 in the Appendix describes the simulations in detail. Figure 4 in 
the Appendix shows the estimated T versus the estimated background rate for these 
simulated catalogues. Triggering times up to T= 1000 days could be recovered, while 
triggering times of 10,000 days, i.e. in the order of the catalogue length, were almost 
unconstrained. The uncertainty in fitting the data increased with increasing triggering time T. 

When we fitted the ETAS model with finite triggering time T to the real catalogues, we found 
that the estimated T ranged from a few days to the duration of the catalogue. Figure 2a in the 
Appendix shows the frequency distribution of the estimated triggering time T for empirical 
sequences from the real catalogue data. Figure 2b shows the estimated triggering time T 
versus mainshock magnitude, and gives the impression that these two parameters are not 
correlated. Both plots illustrate the large scatter when estimating the triggering time T. 

We also investigated the relationship between triggering time T and the background 
seismicity. Figure 5 in the Appendix shows the estimated triggering time for the real 
catalogues as a function of (a) the estimated background rate of M≥Mcut events per day, and 
(b) the estimated background rate density, defined as the number of M≥0 events per day and 
per km2. The scatter in plot (b) is slightly reduced since all earthquake sequences are scaled 
to the same minimum magnitude. The results indicate a tendency for the triggering time T to 
be inversely proportional to the background rate density. While the signal is weak, it is 
consistent with forecasts of the rate-and-state dependent frictional response of fault networks 
to mainshock-induced static stress changes (Dieterich, 1994) as further explained in Section 
4 of the Appendix. 
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Table 2.1 lists the location and magnitude of the mainshocks of 31 sequences in the 
New Zealand catalogue from 1964 – 2011, which are found by the clustering algorithm with 
a search radius of five times the rupture length. The table includes the name and time of 
the mainshock, the number of events in the sequence and the estimated triggering time T 
in years. Figure 2.1 shows a map where the location of the mainshock is marked with the 
cluster number from Table 2.1. Surprisingly, there is no correlation between the triggering 
time T and the location of the sequences. For example, cluster 6, 8, and 18 occurred in the 
Buller ranges with triggering times ranging from just over 100 days to nearly 20 years 
(highlighted in yellow in Table 2.1). It is not clear whether sequences within close vicinity 
actually have such different triggering times T, or whether the variation is due to 
uncertainties in parameter estimation. 

Figure 2.2 illustrates the uncertainties in the estimation of the triggering time T by 
showing the relationship between triggering time T and the background rate for the data 
in Table 2.1 and Figure 2.1. The confidence intervals indicate the large uncertainties in T 
estimates. Green lines in the figures indicate a 1/μ relationship while the magenta 
coloured lines show the least-squares fit of Ta versus μ. The correlation between the two 
parameters is weak, possibly due to the uncertainty in parameter estimates. However, 
the trend is consistent with physical models. 
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Table 2.1 The location and magnitude of the mainshocks of 31 sequences in the New Zealand catalogue from 
1964 – 2011, the number of events above M4 and the estimated triggering time T in years. The yellow lines 
highlight sequences near the 1968 Inangahua earthquake, which occurred about 24 km to the west of the 1929 
M7.6 Buller earthquake. 

Cluster 
number Name/location Date of 

mainshock ML Latitude Longitude Number of 
events M≥4.0 

T 
[years] 

1 Milford Sound 08.03.1964 5.77 -44.19 167.60 96 22.92 

2 Kaikoura 11.04.1965 6.14 -42.76 174.14 75 1.64 

3 Bay of Plenty 15.06.1965 5.79 -37.81 177.55 71 23.56 

4 Gisborne 04.03.1966 5.98 -38.74 178.11 166 0.03 

5 Cook Strait 23.04.1966 5.83 -41.64 174.54 136 0.12 

6 1968 Inangahua 24.05.1968 6.7 -41.76 172.04 687 2.76 

7 Southland 25.09.1968 5.91 -46.53 166.57 113 8.68 

8 Buller Ranges 13.08.1971 5.83 -42.08 172.15 78 19.50 

9 Fiordland 21.09.1974 5.54 -44.34 168.05 76 0.02 

10 Taranaki 05.11.1974 5.95 -39.54 173.46 51 2.30 

11 Weber 10.06.1975 5.76 -40.31 176.07 95 4.26 

12 Milford Sound 04.05.1976 6.55 -44.67 167.38 1137 1.59 

13 Cook Strait 18.01.1977 6.01 -41.84 174.58 132 0.11 

14 Lake Tekapo 24.06.1984 5.93 -43.59 170.63 58 0.22 

15 Edgecumbe 02.03.1987 6.08 -37.89 176.80 186 0.25 

16 Te Anau 04.06.1988 6.07 -45.33 166.87 821 2.16 

17 Weber 13.05.1990 6.25 -40.43 176.47 187 0.05 

18 Buller Ranges 29.01.1991 6.29 -41.90 171.73 76 0.35 

19 Weber 02.03.1992 5.75 -40.43 176.60 75 4.26 

20 Arthur’s Pass 30.03.1992 5.77 -43.04 171.23 139 11.23 

21 White Island 21.06.1992 6.14 -37.58 176.87 244 0.24 

22 Secretary Island 10.08.1993 6.7 -45.21 166.71 1114 1.98 

23 Arthur’s Pass 18.06.1994 6.67 -43.01 171.48 638 1.44 

24 Arthur’s Pass 24.11.1994 6.29 -42.95 171.82 300 1.05 

25 Secretary Island 01.00.2000 6.23 -45.12 166.95 577 0.27 

26 Haast, West Coast 08.12.2001 6.16 -44.11 168.61 54 0.58 

27 Fiordland 22.08.2003 6.99 -45.19 166.83 801 1.98 

28 George Sound 15.10.2007 6.74 -44.74 167.44 248 0.82 

29 Gisborne 20.12.2007 6.71 -38.89 178.54 67 0.26 

30 Dusky Sound 15.07.2009 7.8 -45.77 166.59 834 2.46 

31 Darfield, Canterbury 04.09.2010 7.1 -43.53 172.17 429 1.11 
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Figure 2.1 Location of 31 mainshocks from 1964 – 2011. Please refer to Table 2.1 for more details. 
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Figure 2.2 Triggering time T versus background rate μ for aftershock sequences from New Zealand 
earthquake catalogue from 1964 for an aftershock search radius of five times the rupture length of the mainshock. 

2.2 THE APPARENT DURATION TA 

We define the apparent duration Ta as the time period over which the seismicity rate from 
aftershocks is larger than the background seismicity. Thus we can calculate Ta as the 
elapsed time after the mainshock at which the overall decay of the Omori-Utsu law is equal 
to the background rate μ. For each mainshock, we have estimated the parameters μ, K0, c, 
p describing the Omori-Utsu rate R(t) = μ + K0 (t + c)−p by means of maximum likelihood 
estimation. We used one year prior to the mainshock to estimate the background rate μ, 
and one year following the mainshock to estimate the Omori-Utsu parameters. We note 
that these parameters take the effects of secondary and higher order aftershocks into 
account, in contrast to the results of the ETAS model application where parameters are 
related to aftershocks directly triggered by one mother event. The inverted parameters are 
then used to estimate Ta by the condition that R(Ta) = 2μ, that is, the aftershock rate equals 
the background rate. 

It is challenging to automatically estimate Ta in this way due to the clustering of earthquakes 
that is not detected with this simplified method. Clustering in the time before the mainshock 
can lead to an increase of the estimated background rate and thus to a shortening of Ta. 
Choosing a larger search radius increases the chance of including unrelated earthquake 
clusters. However, choosing too small a search radius may lead to no background 
earthquakes being found. We reduced the search radius from five to three times the rupture 
length of the mainshock because the larger area seemed to pick up too much unrelated 
seismicity that this simple model could not distinguish as potential clustering. 
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Large aftershocks can trigger their own aftershock decay. Again, this simplified model cannot 
detect secondary clustering, leading to a lower p-value as demonstrated for the Canterbury 
sequence (Christophersen, et al., 2013). A lower p-value means a longer decay and thus 
longer apparent duration Ta. We therefore calculated the apparent duration with the fitted p-
value and with a fixed p-value of 1. Figure 2.3 shows the apparent duration Ta versus the 
estimated background rate with the crosses showing the results with the fitted decays 
parameter p and the dots the results from a fixed decay parameter p of 1. The Darfield 
earthquake has the longest apparent duration of around 3,900 days (around 10 years) for the 
fitted parameters (highest cross in the plot). Ta is reduced to around 1,100 days (less than 
three years) with a fixed decay parameter of 1.0. This duration seems too short, and the 
background seismicity in the middle of the data for all of New Zealand seems too high. 
Therefore we have repeated the calculation with data we determined earlier. For the area of 
the current Canterbury earthquake forecast (longitude 171.6E – 173.2E and latitude 43.9S – 
43.3S) we found that the background rate was 0.24 M≥4.0 earthquakes per year in the time 
period 1964 – 2009, and 5.1 M≥3.0 earthquakes per year in the time period 1987 - 2009. 
Table 2.2 lists the fitted Omori law parameters from a previous EQC report for the 
Canterbury sequence, following the Darfield, Christchurch and June 2011 earthquakes, as 
well as the resulting duration. For the aftershocks following the Darfield and the Christchurch 
earthquakes this method of estimating apparent duration Ta suggests that the overall 
sequence will last just under 40 years. The apparent duration Ta increases to 92 years 
following the June 2011 earthquakes. However, this is likely to be an artefact of the low 
decay parameter p=0.77. 

 
Figure 2.3 The apparent duation Ta versus the estimated background rate for 14 New Zealand earthquake 
sequences with Mcut = 4.0 and search radius equal to three times the rupture length of the mainshock. The 
crosses show the results with the fitted decay parameter p and the dots the results from a fixed decay 
parameter p of 1. 
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Table 2.2 The apparent duration of the Canterbury earthquake sequence calculated from Omori-Utsu law 
parameters determined following major earthquakes in the sequence 

Earthquake background M≥3.0 
[years] from 1987 - 2009 c [days] p K0 Ta [years] 

Darfield 5.1 0.112 1.03 261.4 38 

Christchurch 5.1 0.035 0.94 112.7 39 

June 2011 5.1 0.001 0.77 42.6 92 

Our EQC proposal posed the question whether the 1968 ML 6.7 (Mw 7.2) Inangahua 
earthquake was an aftershock of the 1929 ML 7.3 (Mw 7.8) Murchison earthquake. Table 2.1 
shows that cluster 6, 8, and 18 occurred in the Buller ranges with triggering times T ranging 
from just over 100 days to nearly 20 years (highlighted in yellow in Table 2.1). The apparent 
duration Ta for any of these sequences with different cut-off magnitudes and search radii 
was never larger than 6 years. This could be underestimated due to on-going aftershock 
activity. However, given the challenge in distinguishing aftershocks from the background 
seismicity, we did not pursue this question any further during the project. 

2.3 THE RELATIONSHIP BETWEEN T AND TA 

The apparent duration Ta is not necessarily related to the triggering time T. In Section 5 in the 
Appendix we used the ETAS model with a finite triggering time T of 1,000 days to simulate 
aftershock sequences with mainshock magnitude and different background seismicity. We 
then applied the method of Section 2.2 to estimate Ta. The results are shown in Figure 6a of 
the Appendix. It is obvious that the estimate of Ta is strongly dependent on the mainshock 
magnitude and inversely proportional to the background rate, while the triggering time is in all 
cases the same (T =1000 days). Thus Ta and T are quite different quantities. 

Although Ta and T are almost independent quantities, Ta is related to how well the estimation 
of the triggering time T is constrained. The estimation of T is better constrained for 
sequences with significant on-going aftershock activity at time T, that is, in the case of large 
Ta. If Ta is estimated from first aftershocks, as done here, this means that T- estimates are 
expected to be well constrained for Ta ≥ T. As shown above, Ta depends on the mainshock 
magnitude and the background rate. Thus T can be best estimated for large mainshocks and 
low background rates. 
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3.0 UNIVERSAL SET OF ETAS PARAMETERS 

Various applications of the ETAS model on different data sets have indicated strong 
variations of the parameter estimates in space and time. However, such apparent variations 
can be partly related to the large uncertainties due to catalogue incompleteness, 
inappropriate modelling of the spatial aftershock distribution, and presence of aseismic 
forcing (Hainzl, 2013; Hainzl et al., 2008; Hainzl et al., 2013; Harte, 2013). Harte (2013) fitted 
a series of ETAS models to the New Zealand earthquake catalogue, and then applied the 
best-fitting parameter set to 15 aftershock sequences. Figure 3.1 shows the observed versus 
the expected number. The expected number was calculated by applying the ETAS rate 
function (similar to Equation 2 in the Appendix but with an additional spatial term) to each 
earthquake in the sequence for 60 days from the mainshock and integrating the rate function 
over time and all earthquakes. This is a retrospective test of how well the ETAS model 
described the data. Except for one sequence, all sequences had more earthquakes than 
predicted by the ETAS model. In contrast, the ETAS model predicted more earthquakes to 
occur in areas outside active aftershock sequences than were observed there (Harte, 2013). 
When fitting the 15 sequences individually, only six had ETAS parameters that were stable. 
The number of earthquakes per sequence ranged from 16 – 851 and there was no 
correlation between the number of events in a sequence and whether the fitted ETAS 
parameters were reasonable. This again seems to be caused by the large uncertainty in 
parameter estimation, and is an indication that even up to 850 aftershocks may not be 
enough to get stable results. Furthermore, the results were obtained from the finalised 
earthquake catalogue. Fitting the ETAS parameters to provisional earthquake catalogue from 
an on-going earthquake sequence would be even more unstable due to data quality issues. 
Thus we conclude that while a single set of ETAS parameters derived from fitting the 
complete earthquake catalogue did not fit all sequences well, the fitting of individual 
sequences often leads to unstable results. 

To understand the performance of a single set of parameters for all aftershock sequences, 
we undertook a forecasting experiment with two different sets of ETAS parameters. The first 
set was derived by fitting the ETAS parameters to all 224 sequences in the global data set 
(See section 2.2 in the Appendix for details on the data and the cluster selection). The 
second set used physics-based models for some parameters. Table 3.1 compares the two 
sets of parameters. Figure 3.2 shows the observed versus expected number of aftershocks 
from day 2 to day 365 for the two sets. The expected number of aftershocks was calculated 
by taking the mainshock and aftershocks on the first day as input history for the ETAS model 
and then averaging the number of aftershocks from 1000 simulations of day 2 – 365. The 
difference between the local regression and the best fit line illustrates the sensitivity to some 
outliers with large differences between the observed and expected number. In particular, the 
2004 M9.1 Sumatra earthquake with 865 M≥5.0 aftershocks from day 2 – 365, had less than 
500 expected earthquake with the ETAS parameters fitted from the data but 900 with the 
physics based parameters. Comparison of the equality line with the linear model fit in  
Figure 3.2 indicates that the expected number is systematically larger than the observed 
number. This is the opposite result compared to the New Zealand example in Figure 3.1. 
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Figure 3.1 Observed versus expected number of earthquakes of M≥4.0 for 15 New Zealand aftershock 
sequences within 60 days following the mainshock. 

 

Table 3.1 Comparison of the ETAS parameters (see equation 2 of the Appendix) for the models in Figure 3.2. 
In both cases, the minimum and maximum magnitude are 5.0 and 9.5, respectively. The b-value is fitted to all 
data as 1.07, and thus the α-value is chosen to be the same for the physics-based parameters. A finite triggering 
time T of 10,000 days is assumed. 

 c p α K branching ratio 

Fitted to all sequences 0.016 1.06 0.74 0.016 0.60 

Physics-based 0.00069 1.00 1.07 0.0028 0.41 

 

 
Figure 3.2 The observed versus expected number of forecasted aftershocks in time interval 1-365 days after 
the mainshock for two sets of ETAS model parameters; the first was fitted to all sequences, the second was 
derived from physics-based models. 
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The first difference compared to the New Zealand data is that the parameters were only fitted 
to the aftershock sequences and not to the complete catalogue including the overall 
background seismicity. Thus there is no bias from the non clusters. Due to the long tail of the 
distribution of the number of cascading aftershocks in the ETAS model, mostly through the 
power law decay in time, the median number of expected aftershocks can be significantly 
smaller than the mean. In Figure 3.3 we show for both sets of universal ETAS parameters 
how many clusters have a higher proportion of observed aftershocks than simulated. A value 
of 0.5 on the x-axis means that 50% of the 1,000 simulated aftershock sequences had more 
aftershocks than observed. If the universal ETAS parameters fitted all sequences well, then 
the graph would track the equality line. We tested the simulations by randomly drawing 1 out 
of the 1000 simulations and plotting them in a similar graph, and indeed the data were 
uniformly distributed and followed the equality line. Figure 3.3 indicated that about 30% of the 
simulations with physics-based ETAS parameters underfit the data, i.e. there are more 
observations than expected and the data are above the equality line. There is no systematic 
underfitting for the simulations with the fitted ETAS parameters all data are below the 
equality line. The results confirm what we already observed from the data in the literature: 
Universal ETAS parameters do fit some but not all the sequences well. 

 
Figure 3.3 The number of clusters for 224 global sequences which have more simulated aftershocks than 
observed. 
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4.0 THE EFFECTIVE FORECASTING PERIOD TF 

We define the effective forecasting period TF as the time following a mainshock, in which a 
time-varying earthquake clustering model provides a better estimate of future seismicity than 
a time-invariant (Poisson) estimate. In the case of the ETAS model any information on past 
earthquakes theoretically improves the forecasts at all later times if the ETAS parameters are 
known and the ETAS model was a perfect description of the seismicity. However, even if the 
ETAS model was a perfect description of real seismicity, the uncertainties in parameter 
estimation will limit the forecasting ability (Harte, 2013; Rhoades, 2013). These uncertainties 
may result in branching ratios larger than one and thus lead to estimates of seismicity 
escalating with time. Therefore a simple Poisson model might be a better estimator of future 
seismicity than an ETAS forecast from uncertain parameters. 

The effective forecasting period TF depends on several factors, including (1) the number and 
quality of data available; (2) the quality of the model, i.e. how well the model describes the 
observed seismicity; (3) the magnitude difference between mainshock and cut-off magnitude. 
To estimate an upper bound of TF and to analyse the dependency on mainshock magnitude 
and the data available for parameter estimation, we conducted a numerical experiment. In 
our experiment we estimated the parameters of input earthquake sequences conforming to a 
known model from limited data sets; we then used the estimated parameters to forecast 
aftershock rates following large earthquakes; we measured the information gain of those 
forecasts against target earthquake sequences conforming to the known model. This 
experiment represents a best-case scenario where we know the correct model, and where 
an earthquake catalogue is available without any completeness problems or magnitude 
errors. Section 6 in the Appendix provides the details of the experiment and its results. Very 
high information gain is only observed in the first few hours after a mainshock. After 
approximately 100 days for M = 6 and 1000 days for M = 7, the mean information gains are 
close to zero or even negative, indicating that, on average, the forecast of the Poisson model 
becomes equal to or better than that of the modified ETAS model for times afterwards. 

The quality of the ETAS forecasts clearly depends on the quality of the parameter estimates 
for the input sequences, as can be seen by the large spread between the different lines in 
Figure 7 in the Appendix. An increased input data set of N = 500 instead of 100 earthquakes 
preceding the mainshock leads to some improvement, but still the parameter uncertainties 
lead to strongly variable information gains. 
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5.0 CONCLUSIONS AND OUTLOOK 

We investigated three different time scales of aftershock activity: (1) the triggering time T, 
which is the duration of the physical triggering process of a single event; (2) the apparent 
aftershock duration Ta which is the time period in which aftershocks dominate the seismicity; 
and (3) the effective forecasting period Tf within which earthquake rate estimates are 
significantly improved by time-dependent seismicity models after a large earthquake. 

A finite value of T is expected from a physical point of view, but ignored in standard ETAS 
model applications so far. During this project we introduced and estimated for the first time 
finite T-values in the modified ETAS model. Although estimates of T were only weakly 
constrained and potentially subject to biases due to limited catalogue length and cluster 
selection, our comparative analysis of synthetic sequences gave some robust results: we 
found that T has an impact on the estimates of the other ETAS-parameters. We also found 
that the apparent mismatch between ETAS inverted p-values of the Omori-Utsu law and 
predictions of the rate-and-state friction model (Dieterich, 1994) was reduced when the ETAS 
inversion allowed for finite values of T. Furthermore, the predicted inverse proportionality 
between T and the background rate is in agreement with the observed trend in the estimated 
values of T for empirical earthquake sequences. The duration of the triggering process can 
be much longer than the apparent aftershock duration Ta. 

We estimated the apparent aftershock duration Ta from the observed total aftershock rate 
and the background rate for all sequences with at least 50 earthquakes for three earthquake 
catalogues. There were large uncertainties in the parameter estimates, however, only few 
sequences lasted longer than 10 years. This is contrary to the common understanding that 
aftershocks can continue for decades. This is also not consistent with the aftershock models 
currently used in New Zealand, which model aftershocks continuing for thousands of years. 

Very recently Mignan (2015) published a review paper on aftershock models. He concluded 
that aftershock decay was better modelled by a stretched exponential than by a power law 
like the Omori-Utsu law despite the prevalence of the Omori-Utsu law in aftershock models. 
The stretched exponential is consistent with a relaxation process as observed in other 
natural phenomena. It would not be difficult to replace the Omori-Utsu law within either the 
STEP or the ETAS model with a stretched exponential and test Mignan’s hypothesis for 
New Zealand. However, this is beyond the scope of this project. 

In this project, we demonstrated by means of simulations of the modified ETAS model 
that estimates of the apparent aftershock duration Ta are strongly dependent on the 
mainshock magnitude and the background level. Although the Ta estimates cannot be 
used to analyse the underlying physical process, they can serve as an estimate of the 
effective forecasting period Tf. We set up a numerical experiment to estimate Tf from 
simulated data. We found that after approximately 100 days for M = 6 and 1000 days for 
M = 7, the mean information gains are close to zero or even negative, indicating that, on 
average, the forecast of the Poisson model becomes equal to or better than that of the 
modified ETAS model for times afterwards. Given the short duration of the effective 
forecasting period and the short apparent durations of sequences Ta, we did not pursue 
our original goal to estimate the probability that the 1968 Inangahua earthquake was an 
aftershock of the 1929 Murchison earthquake. 
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Our findings confirm the conclusions from recent retrospective tests of the Canterbury 
earthquake model, to separate time-varying earthquake models into aftershock models and 
EEPAS models in future hybrid earthquake forecasts. 

Our forecast experiment with universal ETAS parameters confirmed earlier work that 
universal ETAS parameters do not fit all sequences well. However, estimating parameters for 
an on-going sequence has too many uncertainties and does not lead to stable results. We 
did not investigate what universal set of parameters might be best. 

Recent experience with the Wanaka earthquake showed that regular updating of the forecast 
with the seismic history provides reasonable forecasts because the ETAS model quickly 
adapts to the seismic history. 

In summary, our project on “Testing aftershock models on time-scale of decades” answered 
the three questions we had raised in the proposal. We found that many aftershock 
sequences cannot be detected above the background seismicity for more than 1 year, and 
only few sequences last longer than 10 years. A universal set of ETAS parameters does not 
fit all earthquake sequences well but fitting the parameters to individual sequences 
introduces too many uncertainties. Finally, the effective forecasting time of the ETAS model 
is only in the order of 100 and 1000 days for mainshocks of M6 and M7, respectively. 
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SUMMARY

It is well-known that large earthquakes generally trigger aftershock sequences. However, the

duration of those sequences is unclear due to the gradual power-law decay with time. The trig-

gering time is assumed to be infinite in the epidemic type aftershock sequence (ETAS) model,

a widely-used statistical model to describe clustering phenomena in observed earthquake cat-

alogues. This assumption leads to the constraint that the power-law exponent p of the Omori-

Utsu decay has to be larger than one to avoid supercritical conditions with accelerating seismic

activity on long time scales. In contrast, seismicity models based on rate- and state-dependent

friction observed in laboratory experiments predict p ≤ 1 and a finite triggering time scaling

inversely to the tectonic stressing rate. To investigate this conflict, we analyse an ETAS model

with finite triggering times, which allow smaller values of p. We use synthetic earthquake se-

quences to show that the assumption of infinite triggering times can lead to a significant bias

in the maximum likelihood estimates of the ETAS parameters. Furthermore, it is shown that

the triggering time can be reasonably estimated using real earthquake catalogue data, although

the uncertainties are large. The analysis of real earthquake catalogues indicates mainly finite

triggering times in the order of 100 days to 10 years with a weak negative correlation to the

background rate, in agreement with expectations of the rate- and state-friction model. The trig-

gering time is not the same as the apparent duration, which is the time period in which after-

shocks dominate the seismicity. The apparent duration is shown to be strongly dependent on

the mainshock magnitude and the level of background activity. It can be much shorter than the

triggering time. Finally, we perform forward simulations to estimate the effective forecasting

period, which is the time period following a mainshock, in which ETAS simulations can im-

prove rate estimates after the occurrence of a mainshock. We find that this effective forecasting

period is only in the order of 100 days for moderate mainshocks and in the order of a few years

for large events, even if the underlying triggering process lasts much longer.

Key words: Statistical Seismology, Earthquake interaction, forecasting and prediction.

1 INTRODUCTION

Aftershock triggering following large earthquakes is ubiquitous in seismicity dynamics. Most aftershocks occur close to the mainshock

rupture with an occurrence rate R which can be well described by the Omori-Utsu law

R(t) = K0(t+ c)−p
(1)

where t indicates the elapsed time since the mainshock; see Utsu et al. (1995) for a review. The parameter K0 is known to depend on the

mainshock magnitude M , while p is typically in the range 0.8-1.2 and independent of M (Utsu et al. 1995). The time-offset parameter c is

generally much less than 1 day, and is usually related to reduced detection ability of the operating seismic network immediately after large

events (Kagan 2004).

While the Omori-Utsu decay generally provides a good fit to the data at short times, its applicability to longer times is questionable

(Harte 2013). This raises questions about the duration of the sequence. Sometimes the aftershock duration is considered to be the time period

in which aftershock activity dominates the overall seismicity. However, this is only an apparent duration, which depends on the aftershock

productivity and the background level. It is a lower limit of the true duration of the underlying physical triggering process, which might

be minor but still on-going. The estimation of the latter is also hampered by the frequent occurrence of large aftershocks, which trigger

their own local aftershock sequence. To account for this secondary triggering, the Epidemic Type Aftershock Sequence (ETAS) model has
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been developed. It is a stochastic point process model that builds on the Omori-Utsu law and also takes stationary background seismicity

and secondary aftershocks into account (Ogata 1988; Helmstetter & Sornette 2002). In the ETAS model, each earthquake has a magnitude-

dependent ability to trigger aftershocks with an intensity proportional to K 10α(M−Mmin), where α and K are constants and Mmin is the

lower magnitude cut-off of the earthquakes under consideration. In this model, the total rate at time t is the sum of background seismicity

and ongoing aftershocks triggered by all past events. The total occurrence rate of earthquakes is given by

R(t) = µ+
∑

i:ti<t

K10α(Mi−Mmin)

(t− ti + c)p
(2)

withµ being the background rate. A necessary condition for stability of forward simulations is that the aftershock sequences decay sufficiently

fast, namely with p > 1. Otherwise the total number of aftershocks would become infinite for long times and the total seismicity would

escalate with time (Zhuang et al. 2013; Harte 2013).

However, physics-based aftershock models predict p ≤ 1 for direct aftershocks, which would lead to unstable solutions of the ETAS

model. In response to static stress changes, aftershock triggering can be explained in terms of stress corrosion or rate-and-state dependent

frictional nucleation. Experimental studies show that the transition rate to rupture can be described by an exponential function (Scholz 2002)

or a power-law function of the overload value (Atkinson 1984). Assuming that the pre-stress values are uniformly distributed, the resultant

earthquake rate corresponds to the Omori-Utsu law with p = 1 in the case of an exponential transition function with an exponential roll-

off at larger times (Narteau et al. 2002). The framework of rate-and-state friction (Dieterich 1994; Dieterich et al. 2000), which takes into

consideration the rate- and slip-dependence of frictional strength and time-dependent restrengthening observed in laboratory experiments,

yields similar results. In this frictional regime, the rate of triggered aftershocks in response to a stress jump ∆CFS at time t = 0 evolves

according to

R(t) =
µ

1 +
(

e−
∆CFS
Aσ − 1

)

e
−

t
tr

− µ (3)

with the frictional resistance Aσ and the aftershock relaxation time tr which is inversely proportional to the tectonic stressing rate τ̇ , i.e.

tr = Aσ/τ̇ . The response is equal to the Omori-Utsu decay with p = 1, K = µtr and c = tr/ (exp (∆CFS/Aσ)− 1) with an exponential

roll-off at time tr (Cocco et al. 2010). For realistic cases with space-dependent coseismic stress changes, the model leads to an overall

seismicity decay with an exponent even smaller than 1 (Helmstetter and Shaw 2006).

The p>1-values that are usually estimated by means of the ETAS model seem to contradict these physical models. However, ETAS

applications are so far based on the assumption of infinite triggering times, which is inconsistent with p ≤ 1 on long time scales, as

mentioned above. Previous analysis already indicated that finite aftershock durations can significantly affect the interevent-time distribution

(Shcherbakov et al. 2005). Here we will show that this inconsistent model assumption can also lead to biased results in ETAS estimation and

that applications of the ETAS model with temporally limited aftershock triggering leads to p-value estimates that are more consistent with

the rate-and-state friction model. While some previous analysis was performed rather qualitatively, e.g. (Stein and Liu 2009), we estimate for

the first time the duration of the triggering process by means of the modified ETAS model fitted to observed catalogue data. In particular, we

want to distinguish between three different time scales of an aftershock process:

• T : the duration of the physical triggering process of a single event, hereinafter called the triggering time;

• Ta: the apparent duration in which aftershocks dominate the total seismicity; and

• Tf : the effective forecasting period, which is the time period in which a time-dependent model of aftershock occurrence improves the

earthquake rate calculations.

2 DATA

To study the role of finite triggering time T , we investigate simulations of the ETAS model as well as observed data from two regional

catalogues and one global catalogue. By utilising synthetic sequences, we can evaluate potential biases of ETAS inversions, because we

know the true underlying parameter values. This helps us to interpret results obtained from the observed data.

2.1 ETAS simulations

We analyse Monte-Carlo simulations of the ETAS model, where we ignore the spatial component of the triggering process for computational

efficiency. In these simulations, a doubly-truncated Gutenberg-Richter law is assumed for the magnitude distribution, with minimum and

maximum magnitudes of M0 = 2 and Mmax = 7 and a b-value of 1. The minimum value M0 is set to be smaller than the minimum

magnitude Mmin of the later analysis to consider the realistic effect that earthquakes with magnitudes less than the observational cut-off

magnitude (Mmin) have triggered some of the earthquakes above this threshold. We assume a constant background rate of 10a−bM0 [1/yr]

of M ≥ M0 events; where the a-value defines the activity level. The ETAS parameters are set to the values p = 1.0, c = 0.01 days, and

α = b = 1.0, while we test the effect of using different values of the triggering time T . Finally, for given parameters c, p, α, and T , we
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determine K indirectly by setting the branching ratio n to a reasonable value. The branching ratio is the average number of events directly

triggered by an individual earthquake. It can be calculated by (Helmstetter et al. 2005)

n =

∫ Mmax

M0

pdf(M)K 10α(M−M0)

∫ T

0

(t+ c)−p dt dM , (4)

where pdf(M) is the probability density function of the earthquake magnitudes, i.e. the doubly-truncated Gutenberg-Richter distribution.

Depending on the value of the branching ratio, it is possible to separate significantly different cases of model behaviour: a branching ratio of

n > 1 leads to escalating seismic sequences; 0 < n < 1 describes a stationary regime; while n = 0 implies that all events are independent

and thus represents a Poisson process. Observational evidence indicates a branching ratio in the range 0.5–1.0 (Sornette and Werner 2005). In

our simulations, we assume n = 0.8 to set the K-value. Finally, the a-value of the background activity is set to 4, if not mentioned otherwise.

With these ETAS parameters we simulated sequences over 40 years. We removed the first 10 years to avoid transient effects and cut all

events below magnitude Mmin = 3.0. Thus the synthetic catalogues finally analysed consist of M ≥ 3 events spanning a time period of 30

years, similar to the periods of the observational catalogues analysed in this paper.

2.2 Observational Data

The analysed empirical mainshock-aftershock sequences are selected from the following three catalogues:

California catalogue (CA):

We use the relocated high-resolution Southern California catalogue containing earthquakes from 1981 to 2011 in the region extending from

Baja California in the south to Coalinga and Owens Valley in the north (Hauksson et al. 2012). This area is roughly rectangular ranging from

30◦ to 37.5◦ latitude and from −113◦ to −122◦ longitude. We use a cutoff magnitude of Mmin = 3.0 which ensures complete recordings

leading to 12,105 earthquakes above this threshold.

New Zealand catalogue (NZ):

We use the GeoNet catalogue of New Zealand earthquakes which, until the end of 2011, was processed by the CalTech-USGS seismic

processor (CUSP) system (Lee and Stewart 1989). We selected earthquakes inside the testing region of the Collaboratory for the Study of

Earthquake Predictability (CSEP). This region includes the main islands of New Zealand and extends about 50 km offshore with a depth cut-

off of 40km (Gerstenberger and Rhoades 2010). Considering changes in the magnitude of completeness over time, we extract two versions:

(1) Mmin = 4.0 from 1964 to 2011 (7136 events); and (2) Mmin = 3.5 from 1987 to 2011 (18,969 events).

Global catalogue (global):

We analyse the global USGS PDE catalogue in the time period between 1973 and 2011. To ensure completeness, we use the cut-off magni-

tude of Mmin = 5.0 and select only shallow events with a depth less than 50 km. This selection yields a catalogue of 43,521 events.

2.2.1 Cluster selection

No unique procedure exists for separating seismic events into mainshocks (independent earthquakes) and aftershocks (dependent earth-

quakes). Several alternative cluster selection procedures have been introduced in the past (see review by van Stiphout et al. (2012)). In our

work, we follow the window-based procedure of Tahir et al. (2012) for cluster determination. An earthquake with magnitude M is defined

as a mainshock if it is the largest earthquake within the time period ±T̃ and distance range D(M). The spatial window is set to be a multiple

of the rupture length, i.e. D(M) = D̃ L(M), where L(M) = 10−2.44+0.59M [km] is the average rupture length of an earthquake with mag-

nitude M (Wells and Coppersmith 1994) and D̃ is a selectable constant. The parameters are chosen in accordance with general observations

of aftershock occurrences. It is known that the majority of aftershocks occur very close to the mainshock rupture. Nevertheless, remotely

triggered aftershocks can also occur far away and these events will be missed for small values of D̃. As a compromise, we choose D̃ = 3

but test the robustness of our results also for different values (see electronic supplemental material). Furthermore, we choose T̃ = 1 year

because the majority of aftershocks, namely 82% (70%), are expected to occur within one year in the case of an Omori-Utsu decay with

p = 1, c = 0.01 days, and a total aftershock duration of 10 (100) years. However, as described below, our procedure also accounts for the

effect of earthquakes outside the selection radius and time window and for effects of background earthquakes. Consequently, our results are

less dependent on the specific parameter choice than if we used hard limits and gave no consideration to background seismicity.

After the identification of a mainshock with magnitude M , we fit the ETAS model to earthquakes occurring in the circular area with

radius D(M) around the mainshock epicentre in the time interval from 1 year before the mainshock until the end of the catalogue. Within

this period we exclude time intervals of incompleteness in the catalogue known to occur after mainshocks (Kagan 2004). For that we use

the estimated incompleteness function for California, Mc(M,∆t) = M − 4.5 − 0.75 log10(∆t), where ∆t is the time (in days) after an

earthquake with magnitude M (Helmstetter et al. 2006). Earthquakes in time periods with Mc > Mmin are not considered as target events,

but still contribute to the predicted ETAS rate in later time periods. This approach has been shown to prevent biased parameter estimations
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of the ETAS model (Hainzl et al. 2013). Similarly, earthquakes outside the target region are expected to influence the seismicity rate within

the test region. To calculate the spatial impact factor of each earthquake, we consider the empirical probability density distribution recently

derived for California seismicity consisting of three different regimes with transitions at the scale of the rupture length and the thickness of

the crust (Moradpour et al. 2014). It is described as a function of the epicentral distance r by the functional form

P (M, r) =
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(5)

with normalizing constants c1 and c2, parameters γ = 0.6, q = 0.35, d = 1.2, a cross-over distance Rc = 10 km, and rM related to the

earthquake magnitude M according to rM = 5 · 10−3+0.44M km (Moradpour et al. 2014). Note that this empirical distribution is found

to be in agreement with static stress triggering (Hainzl et al. 2014). Although the spatial distribution function has so far been fitted only to

California data, Hainzl et al. (2014) showed in their electronic material that the distribution is not strongly dependent on the focal mechanism.

Thus we use Eq.(5) with the same parameters for all empirical data. The fraction of aftershocks of a mainshock located at ~xi expected to

occur inside the analysed circular area A is calculated by the integral wi =
∫

A
P (M, |~x− ~xi|) d~x and enters in the modified rate function as

R(t) = µ+
∑

i:0<t−ti<T

wiK10α(Mi−Mmin)

(t− ti + c)p
, (6)

where the index i ranges over all earthquakes in the catalogue with magnitudes ≥ Mmin, including events outside A, but only over events

that occur no longer than T before t (i.e. the Omori tail is truncated to a maximum length of T ). We will refer to this as the modified ETAS

model. When the summation is taken over all events before t (i.e. no truncation), we will refer to this as the standard ETAS model. To ensure

some statistical significance, we restrict our analysis to mainshocks with magnitude M ≥ Mmin + 1.5 for which N ≥ 50 events occurred

within distance D(M) in the complete time periods between 1 year prior to the mainshock and the end of the catalogue.

2.3 Parameter estimation

For N observed earthquakes occurring within an area A in one of the Nk sub-periods with complete recordings (see above), we estimate

ETAS parameters (µ, c, p,K, α) by maximizing the Log-Likelihood function LL

LL =
N
∑

j=1

ln(R(tj))−

Nk
∑

k=1

te(k)
∫

ts(k)

R(t) dt (7)

where ts(k) and te(k) refer to the start and end times of the kth complete subinterval. Note that incompleteness periods defined by the

empirical function for California are also excluded in the case of synthetic simulations to ensure comparability. In both cases, we consider

the incomplete periods after all M ≥ Mmin + 2 events. In Eq.(7), R is given by Eq.(6), where wi-values are equal to the calculated

spatial weights in the case of real catalogues and set to 1 in the case of synthetic simulations. Our parameter estimates are calculated by

the following steps: (i) For given T , all other parameters are optimized by the Davidon-Fletcher-Powell optimization algorithm yielding the

maximum Log-Likelihood value LLmax(T ) (Press et al. 1992). (ii) A grid-search for T between 10 days and the total length of the catalogue

is conducted to find the overall maximum LLmax = maxT {LLmax(T )} and the corresponding parameter values.

3 RESULTS - PARAMETER BIAS

We analyse the bias in parameter estimates induced by having a truncated Omori tail but estimating the parameters using the standard ETAS

model which assumes infinite T , see definitions after Eq. (6). First, we investigate simulations of the modified ETAS model for which we

know the true underlying triggering parameters. To study the dependence of the results on the decay rate of the Omori-Utsu relation, we use

simulations with p varying between 0.8 and 1.2 in steps of 0.1 and T taking values of 100 or 1600 days. For each parameter set, we perform

100 synthetic simulations for which we then estimate the standard ETAS parameters using the maximum likelihood method for the catalogue

length of 30 years, assuming the triggering time to be infinite (T = ∞).

Figure 1 shows the resulting distributions of estimated parameters as box plots. The results show that the estimation of the α-parameter

is almost unbiased, while all other parameters are significantly biased for T = 100 days, T = 1600 days, or both. In particular, parameters c

and p, whose estimates are known to be positively correlated (Holschneider et al. 2012; Harte 2015), are both strongly overestimated in the

case of T = 100 days. This bias is strong for small values of p and decreases as p increases. However, both parameters show almost no bias

in the case of T = 1600 days. The same holds for the estimation of K which is significantly overestimated for T = 100 days, but almost

unbiased for T = 1600 days. In contrast, the estimates of µ are biased for both T = 100 and T = 1600 days. The underestimation of µ can
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be understood from the fact that background events occurring after the end of an aftershock sequence (t > T ) might be wrongly associated

with this sequence, because T = ∞ is assumed in the inversion. Larger values of p correspond to faster aftershock decay making such wrong

associations less likely and thus reducing the bias in the estimates of µ. It should be noted that some bias of the parameter estimates would

also be present in the case of simulations with T = ∞, because of finite size effects, particularly the missing M < Mmin events (Harte

2015).

Our observation that maximum likelihood can overestimate the parameter p when assuming T = ∞ can help to explain the discussed

discrepancy between physics-based seismicity models forecasting p ≤ 1 and the standard ETAS model finding values above 1. For example,

in the case of T = 100 days, the estimates of p are in the range 1.0–1.2 for true input values ranging between 0.8 and 1.0.

Now we perform a similar analysis for the empirical sequences selected from the observed catalogues. We again estimate the standard

ETAS parameters by the maximum likelihood method assuming T = ∞. However, in contrast to the synthetic sequences, we cannot directly

compare with true parameter values. Instead we compare the estimates with those for the triggering time T that maximizes the log-likelihood

(Eq. 7). The distribution of the maximum likelihood estimates of T are shown in Fig. 2. The results show that most estimated values of

T are shorter than 1000 days and thus significantly shorter than the catalogue lengths, without any clear correlation with the mainshock

magnitudes. The modified ETAS parameters corresponding to these estimated T -values are compared in the scatter plots of Fig. 3 with

those values estimated for T = ∞. We can recognize the same patterns as for the synthetic sequences. The parameters with T = ∞ are

systematically overestimated compared to those for estimated T in the case of c and p, underestimated in the case of the background rate µ,

and almost unbiased in the case of α. In particular, the median value of p is 1.04 (1.01) for estimated T , and 1.10 (1.07) for T = ∞, in the

case of a cluster selection parameter D̃=3.0 (5.0). The new estimates are close to the value indicated by the physics-based models (Dieterich

1994; Narteau et al. 2002).

4 RESULTS - TRIGGERING TIME T

In the previous section, we presented modified ETAS-parameter estimates based on the maximum likelihood fit of the triggering time T . For

synthetic earthquake catalogues, we now verify that the fitted value is a reasonable estimate of the true underlying T -value, although subject

to large uncertainty. For that purpose, we adapt our simulations and the estimation procedures to be as consistent as possible with those for

the observational data in order to test the resolution power in the case of similarly limited data. We analyse simulations of 30 years (see

Sec. 2.1) and select only mainshocks with M ≥ Mmin + 1.5 occurring during this period with N ≥ 50 earthquakes for the LL-estimation.

We assume different levels of the background rate by changing the Gutenberg-Richter a-value systematically from 1.6 to 5.0 with step size

of 0.2, where 100 mainshocks are selected for each background level.

For each of these sequences, we determine the triggering times T corresponding to the maximum LL (see Eq. 7) and to ∆LL = 0.5

and 2, which are related to one and two standard deviations, respectively, in the case that the likelihood function can be approximated by

a normal distribution. Figure 4 shows the estimated values of T as a function of the estimated background rates for sequences simulated

with T = 365, 1000, and 10,000 days. The points refer to the maximum likelihood estimates of T , while the background colors refer to the

stacked probability density functions (approximated by a lognormal distribution) of the estimates in bins of the rate values. The uncertainties

are often very large. However, our results indicate that shorter triggering times up to T = 1000 days can be rather well recovered, while the

estimates are almost unconstrained for larger T -values.

We now calculate the corresponding results for the observational data. As shown in Fig. 2a, most estimated values of T are shorter than

1000 days for the selected clusters. Individually, the estimated small T -value might result only from the large intrinsic uncertainties as seen

e.g. in Fig. 4. However the difference of the distribution of estimated T -values to that in Fig. 4c indicates that the empirical data are not in

agreement with infinite triggering times. Figure 5a shows the results as a function of the estimated background rates µ, where the background

grey scale refers to the stacked probability functions of the estimates as in Fig. 4. The results are found to be significantly different from

Fig. 4c indicating once more that at least some T -values are smaller than 10,000 days.

In order to compare the results of the different data sets with different Mmin and to account for the mainshock-dependent spatial area

A(M) = πD(M)2, we transformed the background estimate into an earthquake occurrence rate density of M ≥ 0 events by multiplication

with 10bMmin/A(M). The results corresponding to a fixed b-value of 1 are presented in Fig. 5b, while the results for individually estimated b-

values are illustrated in Fig. S5 of the electronic supplement. The results show a tendency for T to be inversely proportional to the background

rate density, T ∝ 1/µ, although the uncertainties of the individual estimates are generally large. In particular, weak inverse relations are

found for the two regional data sets of California and New Zealand, while the results for the global data set show no clear trend. An inverse

proportionality is in agreement with forecasts of the rate-and-state dependent frictional response of fault networks to mainshock-induced

static stress changes. This model predicts an inverse relationship between the triggering time and the tectonic stressing rate (Dieterich 1994).

Based on Kostrov’s general results for the seismic deformation of rocks (Kostrov 1974), the background seismicity rate is expected to be

proportional to tectonic stressing rate (Catalli et al. 2008; Hainzl et al. 2010). Thus an inverse relationship between T and µ is expected,

corresponding to a decay with slope of -1 in a doubly logarithmic scale as indicated by the dashed line in Fig. 5b.
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5 RESULTS - APPARENT AFTERSHOCK DURATION Ta

The triggering time T sometimes gets confused with the apparent aftershock duration Ta, in which aftershock activity is dominant. Here we

define Ta as the time taken for the Omori-Utsu rate to decrease to a value that is equal to the background rate, i.e. R(Ta) = µ, where R(t)

is defined by Eq. (1). It then follows that Ta = (K0/µ)
1/p − c. In this case, the total aftershock rate is considered, including secondary

aftershock triggering. In contrast, the estimates of T apply to aftershocks directly triggered by each earthquake. Ta indicates the time scale

in which aftershocks dominate the total seismicity and thus it is important for seismic hazard estimation. However, Ta is not necessarily

related to the triggering time. In the ETAS model, the number of triggered aftershocks scales with the mainshock magnitude and thus Ta

also scales with the mainshock magnitude. Ta also depends on the background level µ. To demonstrate this, we have performed simulations

using the modified ETAS model with fixed T = 1000 days, variable background rates µ, and selected mainshocks of specific magnitudes.

For each mainshock, we have estimated the parameters µ,K0, c, p related to the model rate R(t) = µ + K0(t + c)−p within ±1 year

relative to the mainshock by means of maximum likelihood estimation. Note that these parameters take the effects of secondary and higher

order aftershocks into account, in contrast to the results of the ETAS model application where parameters are related to aftershocks directly

triggered by one mother event. The inverted parameters are then used to estimate Ta by the condition that R(Ta) = 2µ, that is, the aftershock

rate equals the background rate. The results are shown in Fig. 6a. It is obvious that this estimation is strongly dependent on the mainshock

magnitude and inversely proportional to the background rate, while the triggering time is in all cases the same (T=1000 days). Thus Ta and

T are quite different quantities.

We repeat the same estimation of Ta for the selected sequences from the empirical earthquake catalogues. The results presented in

Fig. 6b show a similar time dependence of the Ta estimates on the background rates and mainshock magnitude (relative to the minimum

magnitude of the catalog) as the results for the synthetic earthquake sequences.

Although Ta and T are almost independent quantities, Ta is related to how well the estimation of the triggering time T is constrained.

The T -value estimation is better constrained for sequences with significant ongoing aftershock activity at time T , that is, in the case of large

Ta. If Ta is estimated from first aftershocks, as done here, this means that T -estimations are expected to be well-constrained for Ta ≥ T . As

shown above, the Ta-values depend on the mainshock magnitude and the background rate. Thus T can be best estimated for large mainshocks

and low background rates. This is seen in Fig. S6 of the electronic supplement, in which shorter confidence intervals reflect better estimation.

6 EFFECTIVE FORECASTING PERIOD Tf

The third important time scale of aftershock sequences is the effective forecasting period, which is the time scale on which a time varying

estimate of the future seismicity rate is more informative than a time-invariant (Poisson) estimate following a mainshock. This time scale

can be longer or shorter than the apparent aftershock duration Ta, but it will typically be much shorter than the duration T of the triggering

process, because of uncertainties in specifying the model and in estimating its parameters. In the case of the ETAS model, any information on

past events would theoretically improve forecasts at all later times if the ETAS parameters were known and the ETAS model were a perfect

description of reality. However, even if the ETAS model is correct, the rather large uncertainties in the parameter estimates due to usually

small sample sizes will limit the forecasting ability (Harte 2013; Rhoades 2013). In particular, these uncertainties often result in branching

ratios larger than 1 which lead to unrealistic forecasts of seismicity escalating with time. Thus a simple Poisson model might become superior

after some time. In the following, we define the effective forecasting period Tf by the condition that a Poisson model which is based on the

average rate observed in the past will lead to similar or better estimates of the earthquake rate after time Tf .

Tf will depend on several factors, including (i) the number and quality of data available for parameter inversion, (ii) the correctness

of the specified model, and (iii) the magnitude of the mainshock under consideration. To get some indication of the expected upper limit of

Tf -values, and to investigate the effects on the number of data and the magnitude of the mainshock, we carry out a numerical experiment.

In our experiment: the parameters of input earthquake sequences conforming to a known model are estimated from limited data sets; then

the estimated parameters are used to forecast aftershock rates following large earthquakes; and the information gain of those forecasts is

measured against target earthquake sequences conforming to the known model. This represents a best case scenario where we know the

correct model, and where an earthquake catalogue is available without any completeness problems or magnitude errors.

For the purpose of our experiment, we use simulations of the modified ETAS model with Gutenberg-Richter distributed magnitudes

in the range [3 − 8] with b = 1, an a-value of 4.0 for the background seismicity, and T = 10, 000 days, while all other parameters

remain the same as before. Although each simulation provides an input catalogue of 10,000 days, only the N = 100 or 500 latest events

are used as a learning set for parameter estimation, to account for realistic scenarios where complete recordings exist only in the most

recent time period ∆t. We estimate the ETAS parameters for each sequence. Then, using these estimated parameters, we estimate the future

earthquake rate by generating 1000 forecast simulations and calculating the average forecast rate R̃(t) for the first 10,000 days following

a mainshock of magnitude M which occurs at the end of the input sequence. The information value of R̃(t) is measured in comparison to

a set of 100 simulated target sequences of future aftershock activity which are calculated with the true ETAS parameters. For each target

aftershock sequence, we calculate the log-likelihood LLETAS,i-values of the modified ETAS model forecast R̃(t) in time bins [ti,1, ti,2].

For comparison, in each case, we also calculate the LLPoisson,i-value of the Poisson model forecast based on the rate estimation from the

learning period, N/∆t. From these two log-likelihood values we determine the information gain IGi = (LLETAS,i−LLPoisson,i)/(Ni+1),
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where Ni is the number of earthquakes observed in [ti,1, ti,2]. Positive IG-values indicate that the modified ETAS model forecast is an

improvement on the Poisson model forecast.

Figure 7 shows the resulting IG-value averaged over the target aftershock sequences (solid lines) and the fraction of target sequences for

which the IG > 0 (dashed lines) as function of time t̄i = (ti,1 + ti,2)/2. These two variables are plotted for 10 different input catalogues as

functions of time after mainshocks with magnitudes of 6 and 7. As expected, the mean value of the information gain and the distribution of

Tf both depend on the mainshock magnitude. The highest mean IG-value is about 2 in the case of M = 6 events and about 7 in the case of

M = 7 mainshocks. However, these high values are only observed for the first few hours after the mainshock, because the information gains

decay exponentially with time. After approximately 100 days for M = 6 and 1000 days for M = 7, the mean information gains are close

to zero or even negative, indicating that, on average, the forecast of the Poisson model becomes equal to or better than that of the modified

ETAS model for times afterwards. The quality of the ETAS forecasts clearly depends on the quality of the parameter estimates for the input

sequences, as can be seen by the large spread between the different lines in Fig. 7. An increased input data set of N = 500 instead of 100

earthquakes preceding the mainshock leads to some improvement, but still the parameter uncertainties lead to strongly variable information

gains. Finally, we compare these results with the estimates of the apparent aftershock duration Ta discussed in the previous section. Ta is the

estimated time when the seismicity rate is twice the background rate, which would still indicate some forecast improvements at that time.

The Ta estimates are calculated for the same background rate used for the IG estimates. The results are indicated by the vertical grey bar

in Fig. 7 enclosing the 25% and 75% quantiles of the Ta estimates. It can be seen from the dashed lines and the vertical grey bars that Tf

is highly variable, and that Ta overestimates Tf in many cases and underestimates it in others. Overall, Ta is close to the median of the Tf

values. Note that Tf is expected to be even more variable, and likely shorter on average, for realistic input sequences with typical problems,

such as missing events and magnitude errors, which will tend to increase the uncertainties of parameter estimates.

7 CONCLUSIONS

Aftershock activity involves three different time scales which are important for different purposes: (i) the triggering time T , which is the

duration of the physical triggering process of a single event; (ii) the apparent aftershock duration Ta which is the time period in which

aftershocks dominate the seismicity; and (iii) the effective forecasting period Tf within which earthquake rate estimates are significantly

improved by time-dependent seismicity models after a large earthquake. A finite value of T is expected from a physical point of view, but

ignored in standard ETAS model applications so far. Here, for the first time, we introduce and estimate finite T -values in the modified ETAS-

model. Although T -estimations are only weakly constrained and potentially subject of biases due to limited catalogue length and cluster

selection, our comparative analysis of synthetic sequences show some robust results: At first, we find that T has an impact on the estimates

of the other ETAS-parameters. We find that the apparent mismatch between ETAS-inverted p-values of the Omori-Utsu law and predictions

of the rate-and-state friction model (Dieterich 1994) is reduced when the ETAS inversion allows for finite values of T . Furthermore, the

predicted inverse proportionality between T and the background rate is in agreement with the observed trend in the estimated values of T

for empirical earthquake sequences. The duration of the triggering process can be much longer than Ta which is estimated from the observed

total aftershock rate and the background rate. By means of simulations of the modified ETAS model, we have demonstrated that estimates of

Ta are strongly dependent on the mainshock magnitude and the background level. Although the Ta estimates cannot be used to analyse the

underlying physical process, they can serve as an estimate of the effective forecasting period Tf . However, Tf is highly variable and often

smaller than Ta because of the uncertainties in the parameter estimates.
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Figure 1. Parameter bias resulting from the false assumption of T = ∞ in the maximum likelihood estimation of modified ETAS simulations: The estimated

values of (a) background rate µ, (b) c, (c) p, (d) K , and (e) α are shown by symbols, while the true values are marked by lines. In each plot, the results are

shown for simulations of the modified ETAS model with different p- and T -values. Each box is drawn around the region between the 25% and 75% quantiles

of the distribution of the estimated parameter, with a horizontal line at the median value. Whiskers extend from the minimum to the maximum value of the

analysed 100 simulations in each case.

Figure 2. Maximum likelihood estimates of T for the clusters selected from California, New Zealand and global catalogues: (a) histogram and (b) scatter plot

between the mainshock magnitude M and T .

Figure 3. Comparison of estimated ETAS parameters based on the standard model (T = ∞) with corresponding results for the modified model with maximum

likelihood estimate of T for the clusters selected from California, New Zealand and global catalogues: The estimated values of (a) background rate µ, (b) c,

(c) p, (d) K , and (e) α, where diagonal lines indicate the case that both estimates are equal.

Figure 4. Results for synthetic sequences of the modified ETAS model with (a) T = 365, (b) 1000, and (c) 10,000 days: The maximum log-likelihood

estimates of T are marked by points as a function of the estimated background rate. The background colors refer to the stacked probability density functions

of the estimates (approximated by lognormal distributions), where dark colours indicate constrained estimates. The true values of the simulations are shown

by horizontal lines.

Figure 5. Estimated T -value for the empirical earthquake sequences (selected with D̃ = 3.0) as a function of (a) the estimated background rate of M ≥ Mmin

events per day and (b) the estimated background rate density, defined as the number of M ≥ 0 events per day and per km2. The symbols are in agreement

with those in Fig. 2 and the background colours are calculated in the same way as for the synthetic sequences (see Fig. 3). The slope of the dashed line in (b)

is consistent with T ∝ 1/µ.

Figure 6. Estimated apparent aftershock duration Ta as a function of background activity in the case of (a) modified ETAS simulations with mainshocks of

different size and (b) observed sequences. The points and error bars in (a) indicate the median and the first and third quartile of the parameter distribution. The

slopes of the two dashed grey lines are consistent with decays according to µ−1 and µ−1.2, while the horizontal grey line indicates the T -value of the ETAS

simulations. Results are colour coded by the mainshock magnitude M in (b), where crosses indicate the results in the case that all parameters were fitted, and

bullets indicate the results in the case that p = 1 is fixed during parameter inversion to reduce the parameter uncertainties.

Figure 7. Information gains (IG) relative to Poisson models at different times following a mainshock of M = 6 (a, b) and M = 7 (c, d) in the case of 10

different seismicity histories preceding the mainshock. The training data set consists of only 100 events in (a) and (c), and of 500 events in (b) and (d). Solid

lines show the average IG-value over simulated target earthquake aftershock sequences, while dashed lines show the fraction of target sequences with positive

IG-values (see scale on right vertical axis), indicating superior ETAS forecasts. The grey vertical bars enclose the 25% and 75% quantiles of the estimated

apparent aftershock duration Ta (corresponding to the results shown in Fig. 6a for the given background rate and mainshock magnitude).
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Figure 1. Parameter bias resulting from the false assumption of T = ∞ in the maximum likelihood estimation of modified ETAS simulations: The estimated

values of (a) background rate µ, (b) c, (c) p, (d) K , and (e) α are shown by symbols, while the true values are marked by lines. In each plot, the results are

shown for simulations of the modified ETAS model with different p- and T -values. Each box is drawn around the region between the 25% and 75% quantiles

of the distribution of the estimated parameter, with a horizontal line at the median value. Whiskers extend from the minimum to the maximum value of the

analysed 100 simulations in each case.
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Figure 2. Maximum likelihood estimates of T for the clusters selected from California, New Zealand and global catalogues: (a) histogram and (b) scatter plot

between the mainshock magnitude M and T .
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Figure 3. Comparison of estimated ETAS parameters based on the standard model (T = ∞) with corresponding results for the modified model with maximum

likelihood estimate of T for the clusters selected from California, New Zealand and global catalogues: The estimated values of (a) background rate µ, (b) c,

(c) p, (d) K , and (e) α, where diagonal lines indicate the case that both estimates are equal.
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Figure 4. Results for synthetic sequences of the modified ETAS model with (a) T = 365, (b) 1000, and (c) 10,000 days: The maximum log-likelihood

estimates of T are marked by points as a function of the estimated background rate. The background colors refer to the stacked probability density functions

of the estimates (approximated by lognormal distributions), where dark colours indicate constrained estimates. The true values of the simulations are shown

by horizontal lines.
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Figure 5. Estimated T -value for the empirical earthquake sequences (selected with D̃ = 3.0) as a function of (a) the estimated background rate of M ≥ Mmin

events per day and (b) the estimated background rate density, defined as the number of M ≥ 0 events per day and per km2. The symbols are in agreement

with those in Fig. 2 and the background colours are calculated in the same way as for the synthetic sequences (see Fig. 3). The slope of the dashed line in (b)

is consistent with T ∝ 1/µ.
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Figure 6. Estimated apparent aftershock duration Ta as a function of background activity in the case of (a) modified ETAS simulations with mainshocks of

different size and (b) observed sequences. The points and error bars in (a) indicate the median and the first and third quartile of the parameter distribution. The

slopes of the two dashed grey lines are consistent with decays according to µ−1 and µ−1.2, while the horizontal grey line indicates the T -value of the ETAS

simulations. Results are colour coded by the mainshock magnitude M in (b), where crosses indicate the results in the case that all parameters were fitted, and

bullets indicate the results in the case that p = 1 is fixed during parameter inversion to reduce the parameter uncertainties.
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Figure 7. Information gains (IG) relative to Poisson models at different times following a mainshock of M = 6 (a, b) and M = 7 (c, d) in the case of 10

different seismicity histories preceding the mainshock. The training data set consists of only 100 events in (a) and (c), and of 500 events in (b) and (d). Solid

lines show the average IG-value over simulated target earthquake aftershock sequences, while dashed lines show the fraction of target sequences with positive

IG-values (see scale on right vertical axis), indicating superior ETAS forecasts. The grey vertical bars enclose the 25% and 75% quantiles of the estimated

apparent aftershock duration Ta (corresponding to the results shown in Fig. 6a for the given background rate and mainshock magnitude).
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SUMMARY

This material includes the results (Figs. S1-S4) corresponding to figures 2, 3, and 4 of main

paper, but with smaller and larger spatial selection windows for cluster selection (D̃ = 1 or 5).

Furthermore, we present in Fig. S5 the results of manuscript Fig. 5b for rate densities which are

transformed from the estimated rates with b-values individually estimated for each subregion,

respectively sequence. Finally, Fig. S6 shows the uncertainties of the estimates of the triggering

time T as functions of the background rate and mainshock magnitude.
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Figure 1. Maximum likelihood estimates of T for the clusters selected from California, New Zealand and global catalogues: (a1,2) histogram and (b1,2)

scatter plot between the mainshock magnitude M and T in the case of D̃ = 1 (a1, b1) and D̃ = 5 (b2, b2). These results correspond to Fig. 2 of the main

paper.
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Figure 2. Comparison of estimated ETAS parameters based on the standard model (T = ∞) with corresponding results for maximum likelihood estimate of

T in the case of a cluster selection with D̃ = 1. For a detailed description of the plots, see Fig. 3 of the main paper.
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Figure 3. Same as Fig. S2 in the case of D̃ = 5.
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Figure 4. Same as manuscript-Fig. 5 in the case of clusters selected with D̃ = 1 (plots a1, b1) or 5 (plots a2, b2): Estimated T -values for the empirical

earthquake sequences as a function of (a1,2) the estimated background rate of M ≥ Mmin events per day and (b1,2) the estimated background rate density,

defined as the number of M ≥ 0 events per day and per km2. See manuscript-Fig. 5 for more details.
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Figure 5. The results corresponding to Fig. 5b of the main paper in the case that the background rate density for M ≥ 0 events (per day and per km2) is

calculated (instead of b = 1) with (a) b-value estimated separately for each sub-catalog (global: b = 1.162 ± 0.004, CA: b = 1.013 ± 0.008, NZ4.0:

b = 1.07 ± 0.014, NZ3.5: b = 1.006 ± 0.009), or (b) the b-value estimated for each sequence individually. Horizontal errors refer to the range of density

estimates with b-value plus/minus one standard deviation.
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Figure 6. T -value estimations with their uncertainties in the case of synthetic sequences with T = 1000 days as a function of (a) the background rate and (b)
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interval in the case of a normal distribution). The results correspond to Fig.4b of the main manuscript, showing that the estimation is better constrained for

larger mainshocks and lower background rates.
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